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Abstract: The authors summarise semiclassical modelling methods, including drift-diffusion, kinetic transport equation and Monte Carlo simulation approaches, utilised in studies of spin dynamics and transport in semiconductor structures. As a review of the work by the authors’ group, several examples of applications of these modelling techniques are presented.

1 Introduction

The idea to use the spin property of electrons in semiconductor electronic devices (semiconductor spintronics) is considered as one of the promising trends for future electronics [1, 2]. It is expected that utilisation of spin-related phenomena in information processing will extend the functionality of conventional devices and allow development of novel electronic devices based on new operating principles [3-9]. Recent interest has been motivated by successful examples of metallic spintronic devices, such as ferromagnetic metal-based reading heads for hard disc drives and magnetic random access memory. Possible applications of semiconductor spintronics include magnetic sensing and nonvolatile magnetic memory. In comparison with metal-based spintronics, reviewed e.g. in [10], utilisation of semiconductor structures promises more versatile design due to the ability to adjust potential variation and control of nonequilibrium spin polarisation in semi-conductor structures [4-9]. For example, it has been demonstrated that spin polarisation can be maintained [28] for up to several nanoseconds at room temperature and efficiently controlled by gate voltage [29] in GaAs (110) quantum wells. Coherent injection of polarised spins across material interfaces [30] and coherent transport of spin polarisation in homogeneous materials for a distance longer than 100μm [31] have been reported. Some of the experiments go beyond the application of conventional electronic devices. It has been shown that spin-polarised current can reduce the threshold of a semiconductor laser up to 50% [32]. Information about electron spin polarisation can be transmitted to photon polarisation [19] and decoded by a detecting device [33]. More sophisticated experiments can control pure spin currents without charge currents in bulk semiconductors [34].

The goal of this paper is to review spin transport modelling approaches in the semiclassical, high-temperature regime of spatial transport, appropriate for operation of conventional devices of interest in electronics.

2 Spin dynamics of charge carriers

Spin, s, is a quantum mechanical property, associated with intrinsic angular momentum vector of electrons, and many other elementary particles, as well as nuclei and atoms. An intrinsic magnetic moment is associated with spin, therefore spin is closely related to magnetic phenomena. However, the quantum mechanical nature of the spin makes it different from the classical angular momentum. The most important difference is that the spin is strongly quantised and can only take on discrete values. Its vector components do not commute with each other; therefore, electron spin requires, in most cases, a fully quantum-mechanical treatment. A natural constant which arises in the treatment of magnetic properties of electrons (spin 1/2 particles) is the Bohr magneton, μB = 9.274 × 10⁻²⁴ J/T.

In semiconductor spintronic structures, where spin is carried by electrons and/or holes, the spin dynamics is controlled by magnetic interactions. Some of these are surveyed in the following.

2.1 Interaction with an external magnetic field

An external magnetic field \( \mathbf{B} \) exerts a torque on a magnetic dipole and the magnetic potential energy is given by Zeeman term

\[
U = \frac{g^* \mu_B}{2} \mathbf{\hat{\sigma}} \cdot \mathbf{B} \tag{1}
\]

where \( g^* \) is the effective \( g \)-factor, and \( \mathbf{\hat{\sigma}} \) represents a vector of the Pauli spin matrices, used in the quantum-mechanical treatment of spin \( 1/2 \), see [35]. The interaction (1) leads to the spin precession around the external magnetic field. This interaction is important in all systems where a magnetic field is present. Moreover, fluctuations of \( \mathbf{B} \) could lead to noise contributing to spin relaxation.
2.2 Interaction with magnetic impurities, nuclei and other spin carriers

An electron located in a semiconductor experiences different kinds of spin-spin interactions including direct dipole-dipole interactions with nuclear spins and other (free and localised) electrons, and the exchange interaction. The latter, in fact, is the result of the electrostatic Coulomb interaction between electrons, which becomes spin-dependent because of the Pauli exclusion principle [35]. Usually, at room temperatures in sufficiently clean, low-doped nonmagnetic semiconductors these interactions are not very important.

2.3 Spin-orbit interaction

The spin-orbit (SO) interaction arises as a result of the magnetic moment of the spin coupling to its orbital degree of freedom. It is actually a relativistic effect, which was first found in the emission spectra of hydrogen. An electron moving in an electric field, experiences in its rest frame, an effective magnetic field. This field, which is dependent on the orbital motion of the electron, interacts with the electron’s magnetic moment.

The Hamiltonian describing SO interaction, derived from the four-component Dirac equation [36], has the form:

\[ H_{SO} = \frac{\hbar^2}{4m^2c^2} \left( \nabla V \times \vec{p} \right) \cdot \vec{\sigma} \]  

(2)

where \( m \) is the free electron mass, \( \vec{p} \) is the momentum operator, and \( \nabla V \) is the gradient of the potential energy, proportional to the electric field acting on the electron. When dealing with crystal structures, the spin-orbit interaction (2) accounts for symmetry properties of materials. Here, we emphasise two specific mechanisms that are considered to be important for spintronics applications. The Dresselhaus spin-orbit interaction [37] appears as a result of the asymmetry present in certain crystal lattices, e.g. the zinc blende structures. For a two-dimensional electron gas in semiconductor heterostructures with an appropriate growth geometry, the Dresselhaus SO interaction is of the form:

\[ H_D = \frac{\beta}{\hbar} (\sigma_x p_x - \sigma_y p_y) \]  

(3)

Here, \( \beta \) is the coupling constant.

The Rashba spin-orbit interaction [38] arises due to the asymmetry associated with the confinement potential and is of interest because of the ability to electrically control the strength of this interaction. The latter is utilised, for instance, in the Datta-Das spin transistor [13]. The Hamiltonian for the Rashba interaction is written [38] as

\[ H_R = \frac{\alpha}{\hbar} (\sigma_x p_y - \sigma_y p_x) \]  

(4)

where \( \alpha \) is the coupling constant.

Other possible sources of spin-orbit interaction are nonmagnetic impurities, phonons [39], sample inhomogeneity, surfaces and interfaces. In some situations these could play a role in spin transport and spin relaxation dynamics.

In general, transport in semiconductor spintronic devices can be characterised by the creation of a nonequilibrium spin polarisation in the device (spin injection), measurement of the final spin state (spin detection), external control of the spin dynamics by the electric (gate modulation) or magnetic fields, and uncontrolled spin dynamics leading to loss of information in the device (spin relaxation or spin dissipation). Specifically, once injected into a semiconductor, electrons experience spin-dependent interactions with the environment, which cause spin relaxation. The spin polarisation in a typical semiconductor at room temperature is then lost over distances no larger than a fraction of 1 \( \mu \)m. This has been the main reason that the development of semiconductor spintronics is closely linked with the advent of nanotechnology, and spin-dependent phenomena in transport will play any role only when device components reach truly deep-sub-micron dimensions.

3 Drift-diffusion approach

The drift-diffusion approximation is the simplest approach to spin involving process modelling. Based on the well-known drift-diffusion model used to describe phenomena related only to the charge degree of freedom, drift diffusion models accounting for the spin degree of freedom can be subdivided into two classes: two-component drift-diffusion approximations and spin-polarisation-vector or density-matrix based models. Both approaches have been used successfully in practical modelling of spin-related phenomena in semiconductors [40–52]. General conditions for the applicability of these approximations are not different from the usual conditions of applicability of drift-diffusion approximations.

3.1 Two-component drift-diffusion model

The two-component drift-diffusion approach, originally devised for spin transport modelling in ferromagnetic metals, has been applied to spin-related problems in semiconductors [40–46, 52]. This model ignores the transverse spin coherence; spin relaxation processes are included phenomenologically. Generally, the electrons are considered to be of two types: having spin up or down. Drift-diffusion equations for each type of electron, including the relaxation terms, can be formulated as follows:

\[ e \frac{\partial n_{\uparrow}(t)}{\partial t} = \nabla \cdot \vec{j}_{\uparrow}(t) + \frac{e}{\tau_{sf}} \left( n_{\downarrow}(t) - n_{\uparrow}(t) \right) + S_{\uparrow}(\vec{r}, t) \]  

(5)

\[ \vec{j}_{\uparrow}(t) = \sigma_{\uparrow}(t) \vec{E} + e \nabla n_{\uparrow}(t) \]  

(6)

and

\[ \sigma_{\uparrow}(t) = e n_{\uparrow}(t) \mu \]  

(7)

where \(-e\) is the electron charge, \( n_{\uparrow}(t) \) is the density of the spin-up (spin-down) electrons, \( \vec{j}_{\uparrow}(t) \) is their current density, \( \tau_{sf} \) is the spin relaxation time, \( S_{\uparrow}(\vec{r}, t) \) describes the source of the spin polarisation, \( \sigma_{\uparrow}(t) \) is the conductivity and \( \mu \) is the mobility, connected with the diffusion coefficient \( D \) via the Einstein relation \( \mu = De/(k_B T) \), and defined via \( \tau_{SF} = \mu \vec{E} \).

Equation (5) is the usual continuity relation that takes into account spin relaxation and sources of the spin polarisation, (6) is the expression for the current which includes the drift and diffusive terms, and (7) is the expression for the conductivity. It is assumed that the diffusion coefficient \( D \) and the spin relaxation time \( \tau_{sf} \) are equal for the spin-up and spin-down electrons. Equations (5)–(7) can be supplemented by the Poisson equation accounting for, for example, the effects of a non-homogeneous electric field,

\[ \nabla \cdot \vec{E} = \frac{e}{\varepsilon_0} (N - n) \]  

(8)

Here, \( N \) is the positive background charge density and \( n = n_1 + n_1 \) is the electron density. From (5)–(8), we obtain an equation for the spin polarisation density \( P = n_1 - n_1 \),

\[ \left[ \frac{\partial P}{\partial t} = D \nabla^2 \frac{e \vec{E}}{k_B T} + D \nabla^2 \frac{e \nabla \cdot \vec{E}}{k_B T} P - \frac{P}{\tau_{sf}} + F(\vec{r}, t) \right] \]  

(9)
which can be supplemented by an equation for the electric field [43]. Here, \( F(\vec{r}, t) = \left[ S_i(\vec{r}, t) - S_j(\vec{r}, t) \right]/e \) represents a spin polarisation density being created by the external source.

### 3.2 Accumulation of electron spin polarisation at semiconductor interfaces

Let us consider an example of using the two-component drift-diffusion model to describe propagation of electron spin polarisation through an interface separating two n-type semiconductor regions in an applied electric field [46]. We assume that an inhomogeneous spin polarisation is created locally by a continuous source and is driven through a boundary by an electric field, see Fig. 1a. Each semiconductor region is characterised by the following parameters: the diffusion coefficient \( D_1 \), doping level \( N_1 \) and spin relaxation time \( \tau_1 \). Neglecting the effect of charge redistribution at the interface (this effect was studied in [43]), the evolution of the electron spin polarisation is described in each semiconductor by (9). These equations were solved analytically with appropriate boundary conditions, representing flux conservation and continuity of spin polarisation density at the interface [46].
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**Fig. 1** Propagation of spin-polarised electrons through a boundary between two n-type semiconductors

- **a** Schematic diagram of the system: spin-polarised electrons are injected at \( x = x_0 \) and move toward the interface located at \( x = 0 \), under the action of the electric field.
- **b** Spin polarisation density created by a point source at \( x = -10 \), as a function of \( x \) for different doping densities \( N_2 \), with \( \tau_1 = \tau_2 \) and \( D_1 = D_2 \), showing the increase of the spin accumulation with higher \( N_2 \). The dash-dotted line represents the spin polarisation density obtained with taking into account additionally the redistribution of the electron density near the boundary, as detailed in [43].

It was found that, for certain values of parameters describing the system, the electron spin polarisation is accumulated near the interface. An example of such a situation is shown in Fig. 1b, where accumulation of the electron spin polarisation at the interface is more pronounced with increase of the doping density \( N_2 \). Qualitatively, this effect occurs because of the lower drift velocity in the higher doped region, resulting in deceleration of spin-polarised electrons after passing the interface and, correspondingly, in their accumulation. To avoid confusion, it should be emphasised that this method allows increasing the electron spin polarisation density \( n_1 - n_2 \), but not the level of the electron spin polarisation, defined as \((n_i - n_j)/(n_i + n_j)\). Moreover, we wish to note here that the spin polarisation density is continuous at the interface; its sharp decrease in the left region near the interface is described by a fast decaying function [46]. It was shown in [46] that, to obtain a high level of the spin polarisation density at the interface, it is necessary that both semiconductors have long electron-spin relaxation times; the right semiconductor should have small electron diffusion coefficient and high doping level.

### 3.3 Gate control of spin polarisation drag in semiconductor heterostructures

We consider an example of modelling of a gate operation in a nonballistic spin FET [15]. The proposed device consists of a gated heterostructure with ferromagnetic source and drain contacts. The device utilises spin relaxation of conduction electrons in a semiconductor quantum well (QW) modulated by the gate voltage [15]. Spin-polarised electrons, injected from the source, propagate in the plane of the QW, formed in the heterostructure, and are filtered by the drain contact. The spin dynamics of the conduction electrons is controlled by the spin-orbit interaction. It was shown, theoretically, that, for some particular configurations, spin-polarised electrons can be transported without substantial loss of polarisation if the spin-orbit coupling coefficients \( \alpha \) and \( \beta \) are nearly equal [15, 47, 53]. However, if the spin-orbit constants are made not equal, for example by applying an external electric field orthogonal to the QW plane, the spin dephasing mechanism [54] is efficient. As a result, different spin polarisation of electrons in the device channel near the magnetic drain contact is produced. The magnetoresistance of the structure, and therefore the current through the device, is dependent on the value of this spin polarisation and its relative orientation with respect to the magnetization of the drain.

We can show that spin density along the channel for this example decays exponentially [47] as

\[
P(x) = P(0)e^{-x/L_s}
\]

with the characteristic spin scattering length

\[
L_s = \left( \frac{\mu E}{2D} \right)^{-1} = \sqrt{\frac{\mu E}{2D} + \frac{2m^* (\alpha V_g - \beta V_g)}{\hbar^2}}^{-1}
\]

where spin-orbit coefficients are functions of the gate voltage. These coefficients can be calculated based on the device material band structure [52]. For different values of the gate voltage, the spin density in the channel varies due to the change of the electron concentration and due to the modulation of the spin dephasing. To characterise the efficiency of the latter mechanism, spin polarisation should be used, normalised to the number of the electrons. Using realistic material parameters it is possible to establish that...
the modulation of the spin polarisation in a submicrometre-sized AlGaAs/GaAs gated heterostructure at room temperature, within a reasonable range of the gate voltages, is of the order of 15–20% [52]. This effect can be observed experimentally. However, for a device application, further improvements of the structure design are desirable.

### 3.4 Spin polarisation vector approach

As an extension of the previously discussed model this approach accounts for the transverse spin dynamics [47–51]. This is important if time scales of processes studied are comparable with a characteristic decoherence/dephasing time for quantum-mechanical superposition of spin-up and spin-down states. For example, this transport regime can be exploited for spintronic devices operating with analogue logic [55]. The spin polarisation density, $\mathbf{P}$, in this case is a vector quantity. It corresponds to a single-particle spin density matrix as

$$
\rho_x = \frac{1}{2} \left( 1 + \mathbb{P}_x - i \mathbb{P}_y \right)
$$

(12)

It should be noted that this representation (12) is still a single-electron description. For example, it cannot describe spin entanglement of two electrons. Under the assumption that the spin degree of freedom does not affect the spatial motion, it is possible to show that the dynamics of spin polarisation density is described by a vector drift-diffusion equation. For example, in the one-dimensional (1D) case it is [47, 49]

$$
\frac{\partial \mathbf{P}}{\partial t} - \mathbf{D} \nabla^{2} \mathbf{P} - \mu \frac{\partial \mathbf{P}}{\partial x} + \mathbf{C} \mathbf{P} = 0
$$

(13)

The coefficients $\mathbf{D}$, $\mu$, $\mathbf{C}$, in (13), are $3 \times 3$ matrices in the spin space. The symmetry of these coefficients is defined by the properties of specific spin-dependent interactions. In general, all three matrix coefficients cannot be diagonalised simultaneously and equations for the components of the spin polarisation density vector cannot be decoupled.

#### 3.5 Short-time approximation

In many applications, it is important to find the spatial distribution of the spin polarisation, $\mathbf{P}(\mathbf{r}, t)$, at an arbitrary moment of time $t$ given the initial spin polarisation distribution $\mathbf{P}(\mathbf{r}, 0)$. Initial dynamics of the spin polarisation distribution can be found using the short-time approximation [50]. Within this approximation, $\mathbf{P}(\mathbf{r}, t)$ in the two-dimensional heterostructure geometry is given by

$$
\mathbf{P}(x, y, t) = \int \int G(x - x', y - y', t) \mathbf{P}'(x', y', t) dx'dy'
$$

(14)

where $G(x - x', y - y', t)$ is the diffusion Green’s function (solution of the diffusion equation with a point source), and $\mathbf{P}'(x', y', t)$ represents the contribution of the initial spin polarisation density at the point $(x', y')$ to $\mathbf{P}(x, y, t)$. The structure of (14) can be easily understood. Electron spin polarisation density in a space volume with co-ordinates $(x, y)$ at a selected moment of time $t$ is given by a sum of the spin polarisation vectors of all the electrons located in this volume. The diffusion Green’s function $G(x - x', y - y', t)$ gives the probability for the electrons to diffuse from the point $(x', y')$ to $(x, y)$, while $\mathbf{P}'(x', y', t)$ describes the spin polarisation of these electrons.

For the initial spin relaxation dynamics, the main approximations used to make (14) tractable are the assumptions that different spin rotations commute with each other and that the spin precession angle $\phi$ is proportional to the distance between $(x', y')$ and $(x, y)$. These assumptions are justified when the spin precession angle per mean free path is small and the time is short. Moreover, it is assumed that evolution of the electron spin degree of freedom is superimposed on the space motion of the charge carriers. In other words, the influence of the spin-orbit interaction on the spatial motion is neglected. If $\mathbf{a}$ is the unit vector along the precession axis, then [50]

$$
\mathbf{P}'(x, y, t) = \mathbf{P}(\cos \phi - 1) + \mathbf{a} \times \mathbf{P} \sin \phi
$$

(15)

where $\mathbf{P}' = \mathbf{P} - a(\mathbf{aP})$ is the component of the spin polarisation perpendicular to the precession axis, $\phi = \eta r$, while $\eta$ is the spin precession angle per unit length, $r = (x - x', y - y')$, and $r = |\mathbf{r}|$. Here $\mathbf{P} = \mathbf{P}(\mathbf{r}, t = 0)$. With only the Rashba spin-orbit interaction, $\mathbf{a} = \mathbf{z} \times \mathbf{r} / r$, and $\mathbf{z}$ is the unit vector in the $z$ direction, perpendicular to QW. The definition of $\mathbf{a}$ in a more general case is given in [49]. It should be emphasised that the spin-orbit interaction is the origin of the spin polarisation rotations described by (15). The short-time approximation was used [50] in the investigation of the spin relaxation dynamics near the edge of two-dimensional electron gas (2DEG).

### 3.6 Anisotropy of spin transport in 2DEG

A specific form of the coefficients, $\mathbf{D}$, $\mu$, $\mathbf{C}$, in the drift-diffusion equation for the spin polarisation vector can be obtained by different methods [47, 49]. For example, to describe spin dynamics in 2DEG, controlled by the spin-orbit interaction, Equations (3)–(4), we can apply the moments expansion procedure to the Wigner function equation (see Section 4) [47]. In this case the coefficients, $\mathbf{D}$, $\mu$, $\mathbf{C}$, are as follows:

$$
\mathbf{D} = \begin{pmatrix} D & 0 & 0 \\ 0 & D & 0 \\ 0 & 0 & D \end{pmatrix}, \\
\mu = \begin{pmatrix} \mu E & 2B_{xy}E & 0 \\ -2B_{xy}E & \mu E & 0 \\ 0 & 0 & \mu E \end{pmatrix}, \\
\mathbf{C} = \begin{pmatrix} D(B_{xx}^2 + B_{yx}^2) & -\mu E B_{xy} & -B_{xy}B_{yz}D \\ \mu E B_{xy} & D(B_{xy}^2 + B_{xx}^2 + B_{yy}^2) & 0 \\ -B_{xy}B_{yz}D & 0 & DB_{xx}^2 \end{pmatrix}
$$

(16)

where $D$ and $\mu$ are the diffusion coefficient and mobility of the carriers, $E$ is the electric field in-plane of the QW, and $B_{ij}$ describe the effects of the spin-orbit interactions. The latter parameters are functions of the spin-orbit coupling coefficients $\alpha$ and $\beta$, and the transport direction is specified by the crystallographic axes [47]. The evolution of the spin polarisation vector is characterised by the dissipation (loss of the spin polarisation) due to random spatial motion of carriers and superimposed coherent spin precession. The symmetry of the first mechanism is specified by the geometry of the structure, while the latter is determined by the directions of applied fields. The spin dynamics in such a system can be strongly anisotropic [15, 53, 56]. For example, for a QW grown in the (001) direction, if the spin-orbit coupling constants $\alpha$ and $\beta$ are equal, the spin dissipation is suppressed for electrons propagating along the (110) direction. For an arbitrary orientation of the electron transport, and $z = \beta$, the solution for the spin polarisation...
density in an appropriately selected co-ordinate system can be represented as [47]

\[
P_x(x) = P_x(0)e^{-\frac{\mu E}{2D}(\frac{\mu E}{2D} + B_{xx}^2)}^x \cos(B_{xx}x),
\]

\[
P_y(x) = P_y(0)e^{-\frac{\mu E}{2D}(\frac{\mu E}{2D} + B_{yy}^2)}^x \sin(B_{yy}x),
\]

\[
P_z(x) = P_z(0)e^{-\frac{\mu E}{2D}(\frac{\mu E}{2D} + B_{zz}^2)}^x.
\]

where the angular dependence is hidden in the coefficients \(B_{ij}\). According to (17), the \(z\)-component of the spin-polarisation density in an appropriately selected co-ordinate system can be represented as

\[
P_z = P_z(0)e^{-\frac{\mu E}{2D}(\frac{\mu E}{2D} + B_{zz}^2)}^x.
\]

In Fig. 2, calculated angular dependencies of the spin precession and spin dephasing lengths are shown for a 10 nm AlGaAs/GaAs/AlGaAs QW. The in-plane electric field in this case affects the spin dephasing mechanism only. Within the utilised model, the spin dephasing is suppressed if the applied electric field is along the (1 1 0) direction. The frequency of the coherent spin precession is maximal in this case.
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Fig. 2 Spin precession length (a), and transverse spin dephasing length (b) for different transport orientations with respect to the (001) crystallographic direction at room temperature

4 Kinetic transport equations

Similarly to charge transport, it is possible to describe transport of spin polarisation using Boltzmann-like kinetic equations. This can be done within the density matrix approach [57], or methods of nonequilibrium Green’s functions [58, 59], or Wigner functions [60, 47], where spin property is accounted for starting from quantum mechanical equations. For example, spin-dependent interactions can be described using the method of invariants [61]. In this method, effects of nonequilibrium spin polarisation and/or external magnetic fields naturally appear in the effective mass Hamiltonian as corrections of the same order of magnitude as the effect of conduction band nonparabolicity. The transport equations accounting for spin polarisation can be represented as a set of equations for a spin distribution function (for spin \(1/2\), it is a set of three equations) plus equation for particle distribution function. The latter can be also represented by a set of equations if several types of carriers are utilised. In the general case, these equations are coupled.

In this Section, we consider a set of kinetic equations for transport of spin-polarised electrons in a semiconductor QW with spin dynamics controlled by the spin-orbit interaction, Equations (3)-(4). It can be derived based on the Wigner function approach [47, 60]. In the effective mass approximation, the single electron Hamiltonian is

\[
H = \frac{\mathbf{p}^2}{2m^*} + V(r) + H_{SO}, \quad H_{SO} = \mathbf{p} \cdot \mathbf{M} \cdot \sigma / \hbar
\]

where \(\mathbf{p}\) is the electron momentum, \(V(r)\) corresponds to the interaction with an electric field oriented in the plane of the QW. The correction due to the spin-orbit interaction, \(H_{SO}\), is written in a form, linear in electron momentum, where \(\mathbf{M}\) is a matrix (dyadic) of coupling coefficients [47]. Contribution to the Hamiltonian (19) due to interaction of the \(z\)-component of an electron momentum with \(\beta\)-component of its spin is proportional to the matrix element \(M_{z\beta}\). For simplicity, we consider transport of electrons in the one subband approximation with parabolic energy dispersion. The Wigner function for a single electron with spin is [60]

\[
W_S(R, k, t) = \int \psi^* (R - \Delta r/2, s') \psi (R + \Delta r/2, s) e^{-iK\Delta r} d^2\Delta r
\]

where \(\psi(r, s)\) is an electron wave function. In the spin space, the Wigner function (20) is a \(2 \times 2\) matrix. It can be projected to the set of Pauli matrices \(\sigma_z\), and the unit matrix \(I\) as [62]

\[
W = \frac{1}{2} (W_s I + W_s \sigma_z)
\]

where \(W_s\) corresponds to the unpolarised and \(W_s\) corresponds to the \(z\)-component of the spin-polarised Wigner function. Following the standard procedure of transformation of the Schrödinger equation with the Hamiltonian (19) to the equation for the Wigner function [63], and assuming that the potential \(V(r)\) varies slowly and smoothly with the position \(r\), we can obtain the transport equation for a single electron with spin

\[
\frac{\partial W}{\partial t} + \frac{1}{2} \{ v_j, \frac{\partial W}{\partial x_j} \} - \frac{1}{\hbar} \frac{\partial V}{\partial x_j} \frac{\partial W}{\partial k_j} + ik_j [v_j, W] = St W
\]

where \(v_j = \partial H / \partial p_j\) is the velocity operator. At the right-hand side of (22), the phenomenological scattering term \(St W\) is included. The form of this term can be rather complicated and include transitions between different spin states [57, 59]. Operations \(\{A, B\}\) and \(\{A, B\}\) denote commutator and anticommutator, respectively.
Analytical solutions of a set of spin-polarised transport equations can be found for very simple cases only [60]. For quasi-equilibrium transport, approximate solutions can be obtained by an iteration procedure [57] or within a moment expansion scheme [47, 58]. If the transport regime is far from equilibrium or when electron-electron interactions have to be included, numerical solution schemes [59, 64] can be utilised.

5 Monte Carlo approach

The Monte Carlo simulation approach is one of most powerful methods to study characteristics of transport beyond quasi-equilibrium approximations, such as drift-diffusion or linear response approximations. This method has been widely used for modelling of charge carrier transport in semiconductor structures and modern devices [65–67]. Owing to its flexibility the approach can easily accommodate in different combinations details of scattering mechanisms, specific device design, material properties and boundary conditions in the simulation (for details see [67]). However, models designed for quantitative evaluations of transport parameters can be rather time consuming and require a lot of computational resources. Hence, in many applications where qualitative description of spin-dependent phenomena is required, simplified simulation schemes are useful.

The conventional ensemble Monte Carlo scheme utilised for electronic device design describes transport of classical ‘representative’ particles. Usually, each simulated particle represents a group of real electrons or holes with similar characteristics. In simulation, between scattering events, each particle propagates along a classical ‘localised’ trajectory and is affected by external fields. The electric interaction between charge carriers can be accounted for in the mean field approximation. In this case the electric field generated by the nonuniform charge distribution is recalculated every sampling time step using the Poisson equation. The simulation is carried out in a stepwise procedure that consists of ‘free flight’ of a particle in constant external fields, according to the classical equations of motion and instantaneous update of external fields at sampling events or update of the energy and momentum of a particle at scattering events. The scattering events are determined by defects, phonons, device geometry etc., with corresponding scattering rates given by the Fermi golden rule.

The spin property can be incorporated into this scheme easily as an additional parameter, spin polarisation vector calculated for each particle. As characteristic parameters, we can use the spin polarisation density,

$$P_z = \sum_i Tr(\sigma_z \rho_i)$$  (25)

and spin current densities [70]

$$J^\beta_z = \sum_i \vec{v}_i^\beta Tr(\sigma_z \rho_i)$$  (26)

where \(\vec{v}_i^\beta\) is the \(\beta\) velocity component of \(i\)th particle, and sums are taken over all particles located in the grid element of volume \(dV\), at the position \(r\). These quantities, (25) and (26), can be also given in a normalised form [70] as

$$P_z = \sum_i Tr(\sigma_z \rho_i) / \sum_i Tr(\rho_i),$$  (27)

$$X^\beta_z = \sum_i \vec{v}_i^\beta Tr(\sigma_z \rho_i) / \sum_i \vec{v}_i^\beta Tr(\rho_i).$$

With some variations, the described scheme has been successfully utilised to study different properties of spin transport in semiconductors during the past several years [68–83]. Most of the investigations were devoted to properties of electron spin-polarised transport in semiconductor heterostructures, where spin dynamics are driven by the spin-orbit interaction [68–77, 79, 81–83]. Among different aspects addressed in these studies were the effect of an electric field on the coherent precession of spin polarisation in a semiconductor QW [68] and influence of device geometry (effects of width [71, 72], length [69], nanotextures [73], crystallographic symmetry [53], contact/device interface [70, 82]) on spin evolution. Investigation of spin transport properties in semiconductor nanowires has been carried out in [74–76], where the authors studied spin dephasing [74, 75] and spin noise [76] in a high field transport regime using a multiple-subband model. Details of the postcessional spin dephasing were investigated in [50, 77, 78, 83]. An approach to suppressing the effect of spin dephasing was proposed in [79], where it was shown that the electron spin relaxation time depends on the initial spin polarisation profile and a specific structure, a ‘spin-coherence standing wave’, has a several times longer spin relaxation time than the homogeneous electron spin polarisation.

In the referenced works, the spin dynamics were described by coherent evolution of spin during free flight of carriers according to (23), while scattering events were assumed spin independent. An example of Monte Carlo simulation of spin-polarised transport, where spin dynamics are controlled by spin scattering events can be found in [80]. In all the discussed studies, the back reaction of the spin motion on the particle spatial motion was neglected.

5.1 Relaxation of electron spin polarisation near the edge of 2DEG

According to the preceding discussion, spin transport modelling can be, generally, separated into two parts: simulation of electron spatial motion (usually, neglecting the spin degree of freedom) and calculation of the corresponding spin dynamics. The electron space motion can be considered at different levels of complexity. Clearly, the most detailed approach gives the most exact predictions and precise results. However, in most applications high precision is not as important as the speed of the calculations. In this Subsection we consider an example based on a simplified consideration of the electron spatial motion and density-matrix approach to the spin. This
method was originally proposed in [72]. It was subsequently used for studies of spin relaxation in 2DEG with an antidot lattice [73], dynamics of spin relaxation near the edge of the 2DEG [50], control of spin polarisation by pulsed magnetic fields [83], and investigation of long-lived spin coherence states [79].

Within the Monte Carlo simulation algorithm, the space motion of the 2DEG electrons is considered to be along classical (linear) trajectories interrupted by the bulk scattering events. The modelling involves spin-independent bulk scattering processes, which could be caused, for example, by phonon scatterings or impurities. For the sake of simplicity, the scattering due to such events is assumed to be elastic and isotropic, i.e. the magnitude of the electron velocity is conserved in the scattering events, while the final direction of the velocity vector is randomly selected. The time scale of the bulk scattering events can then be fully characterised by a single rate parameter, the momentum relaxation time \( \tau_p \). It is connected to the mean free path by \( L_p = v \tau_p \). Here, \( v \) is the mean electron velocity. The dynamics of the spin degree of freedom, described by the polarisation vector \( \mathbf{P} \), in the presence of spin-orbit interactions, reduces to precessions about an effective momentum-dependent magnetic field.

At the initial moment of time, the electron co-ordinates and direction of velocity are randomly generated, while the spin direction is selected according to initial conditions. The main loop of the Monte Carlo simulation algorithm involves the following steps: generation of a time interval between two consecutive scattering events, calculation of the spin dynamics (using the spin polarisation vector equation of motion), and random generation of a new direction of the electron velocity after scattering.

The D’yakonov-Perel’ (DP) spin relaxation mechanism [84] is the leading spin relaxation mechanism in many important experimental situations. In the framework of the DP theory, the initial electron spin polarisation relaxes with time. The DP theory was formulated for the bulk of a sample. Considering electron spin relaxation near the edge of 2DEG, we would expect a similar relaxation scenario. This expectation, however, is not correct. Recent studies [50] have demonstrated that the spin relaxation dynamics near the edge is rather unusual and cannot be described by a simple exponential law, as follows from the DP theory. The described Monte Carlo simulation algorithm was used complementary to analytical investigation of short-time spin-relaxation dynamics [50]. Figure 3 shows the electron spin polarisation at different moments of time. Whereas the electron spin polarisation exponentially decreases in the bulk region, its behaviour near the edge is rather unusual. Longer spin relaxation time near the edge, spin polarisation oscillations and spin polarisation transfer from the perpendicular to in-plane component were observed.

5.2 Spin-polarised transport in a finite length device structure

The size of modern semiconductor devices is submicron [1]. In such structures the average electric field can easily reach several kV/cm, and transport of charge carriers is characterised by nonequilibrium charge distribution, potential profile, electron energy etc. To study spin dynamics in such a regime, transport of spin-polarised electrons in an asymmetric quantum well well formed in a \( \text{In}_{0.53}\text{Ga}_{0.47}\text{As} / \text{In}_{0.52}\text{Al}_{0.48}\text{As} \) heterostructure, Fig. 4, has been simulated using an ensemble Monte Carlo scheme [81].

The length of the device was taken as \( l = 0.55 \mu \text{m} \). For study of spin transport, the width was assumed infinite, neglecting effects of a finite device width studied in [71, 72]. The boundary conditions were specified by the following rules. Thermalised electrons were generated at the left (source) boundary. The charge neutrality of the whole device was conserved during the simulation. Once an electron left the device, a new particle was introduced at the source boundary. Initially, injected particles were assumed 100% spin-polarised in a specific direction of polarisation. The spin polarisation of a single electron was defined by the
single electron spin density matrix (12). The particle transport was simulated consistently by using the Poisson equation to update the charge distribution along the device channel. The spin dynamics were evaluated for each single particle using (23), where the spin-dependent Hamiltonian $H_S$ was represented by two spin-orbit terms (3) and (4). In this case, (23) involves

$$e^{-iH_S \delta t/\hbar} = \begin{pmatrix} \cos(|\gamma|\delta t) & i\gamma|\gamma|^{-1} \sin(|\gamma|\delta t) \\ i|\gamma|^{-1} \sin(|\gamma|\delta t) & \cos(|\gamma|\delta t) \end{pmatrix}$$  \hspace{1cm} (28)

and its Hermitian conjugate. The parameter $\gamma$ is determined by spin-orbit coupling constants and an electron momentum as

$$\gamma = \hbar^{-1} \left[ (zk_x + \beta k_y) + i(zk_y + \beta k_x) \right]$$  \hspace{1cm} (29)

In the simulation, the total number of representative particles was $N = 55000$, and the sampling time step was $\Delta t_{\text{amp}} = 1$ fs. The program was run for 20000 time steps to achieve the steady-state transport regime, and then data were collected during the last 2000 time steps.

As shown in Fig. 5, the electrons injected with the average thermal energy 26 meV are rapidly heated up if the voltage $V_{DS} = 0.1$–0.25 V is applied along the device channel. The electron concentration is nearly constant in the channel, except for a small accumulation region ($\sim 0.01 \mu$m) that is defined by the boundary conditions. Figure 6 illustrates that the spin dephasing in the structure is somewhat dependent on the applied voltage and temperature. Similar features have been emphasised in [74] where spin transport in GaAs nanowires was studied.

5.3 Spin injection through a Schottky barrier

The problem of spin injection into a nonmagnetic semiconductor is one of the important issues of semiconductor spintronics. Design of most of the proposed spintronic devices [13, 15–17, 19] requires an efficient source of spin-polarised carriers. Recently, it has been proven theoretically [85–87] and demonstrated experimentally [88–90] that spin-polarised electrons can be injected into a semiconductor from a metal ferromagnetic contact through a Schottky barrier. The Monte Carlo approach has been utilised to investigate spin dynamics in a device that consists of a ferromagnetic metal contact connected to a semiconductor heterostructure similar to that shown in Fig. 4 [70, 82]. In the metal part, the electrons are assumed to be spin-polarised with some distribution of polarisation as a function of the electron energy, while in the semiconductor

![Fig. 5 Energy profile (a) and electron concentration (b) along the device channel for different values of drain/source voltage for $T = 300 \, \text{K}$](image)

![Fig. 6 Distribution of spin polarisation](image)

$a$ For different values of drain/source voltage, at $T = 300 \, \text{K}$

$b$ For different temperatures for $V_{DS} = 0.1 \, \text{V}$
part of the device spin dynamics are controlled by the spin-orbit interaction. The conduction band profile of the considered device, calculated based on the electron concentration in a semiconductor with boundary conditions specified by the applied voltage is shown in Fig. 7. Owing to the potential barrier at the metal/semiconductor interface, the boundary conditions, corresponding to this design, are appreciably different from those utilised in the previous example. Details of the model can be found in [70].

In the simulation, spin-polarised electrons are transported into the semiconductor by two different mechanisms, thermionic emission and tunnelling. Injected electrons represent only a small fraction of electrons in the semiconductor part. Hence, two types of representative particles, injected and persistently existing in the device channel, have been used in the model. In Fig. 8 the energy distribution of the injected electrons at bias voltage \( V_{DS} = 0.1 \) V at room temperature is shown. Owing to the high kinetic energy of electrons injected [70], the spin-orbit interaction was accounted for beyond the linear approximations, (3) and (4).

The particles persistently existing in the semiconductor part do not affect charge and spin current densities. However, they produce a nonpolarised background that suppresses the spin polarisation density, see (25), in the channel. Hence, the spin current density, see (26), was considered as a more useful characteristic of the spin dynamics in the structure. In Fig. 9, the spin current density is shown for two different orientations of the injected polarisation. Owing to spin dephasing, spin current is not conserved along the channel. The spin dynamics are strongly anisotropic with respect to the injected polarisation. It has been found that spin current polarised in the plane of the QW, orthogonal to the transport direction, is conserved for a longer distance [70]. It has also been shown that by \( n^+ \) doping of the Schottky barrier region spin current can be controlled over several orders of magnitude [82].

6 Acknowledgments

The authors gratefully acknowledge helpful discussions and collaboration with M.-C. Cheng, J.A. Nesteroff, E. Shafir, M. Shen and I.D. Vagner. This research was supported by the National Security Agency and Advanced Research and Development Activity under US Army Research Office contract DAAD-19-02-1-0035, and by the National Science Foundation, grant DMR-0121146.

7 References


Pershin, Y.V.: ‘Spin coherence control by pulsed magnetic fields’, e-print cond-mat/0310225


E-print cond-mat/0504001 at www.arxiv.org